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Abstract: The sentiment is an attitude, judgment or thought comes 

from feeling. The sentiment analysis is the process of analysis of 

online writing prices and which are having the emotional tone, 

that tone can be determined. In the past few years, in the internet 

social media content is enhanced with high quantity and with 

group discussions the opinions are expressed about any product 

or service. Therefore machine learning based sentiment analysis 

implementation for multiple reviews classification is proposed in 

this paper. The huge amount of text of sentiment can be identified 

by the sentiment analysis. The performance of BoW (bag of 

words) due to some fundamental deficiencies, these are sometimes 

unlimited in the polarity handling shift problem and other some 

challenges are hidden state representations, opinions of quality, 

categorization of polarity and so on. These challenges will be 

focused on the dual sentiment analysis along with sentiment 

processes with the all perspectives. The total proposed work will 

experimented on the Amazon product reviews especially mobile 

devices reviews. Naïve bayes and support vector machine (SVM) 

learning techniques are compared in terms of the precision, 

recall, F1-measure, accuracy for measuring the neutral, positive, 

negative reviews. 

 

Keywords: Sentiment analysis, reviews, multiple reviews 

classification, naïve bayes, support vector machine (SVM). 

 

I. INTRODUCTION 

The web technology enhancement can be changed based on 

the perspectives of individual expressions [1]. For analyzing 

the data or items by the online shopping or else booking the 

movie tickets to watch the movie in the theaters, the 

individual perspective is used [2]. Using Facebook, Twitter 

for tweets, through posts users are together interfacing 

nowadays. 

People opinions or people reviews are the big component of 

Web in the services of digital communication technology. In 

online business, which has more advantages than other 

businesses because of competitive intelligence have sourced, 

that source is the mining of people’s opinion [3]. In research 

broad applications the sentiment analysis plays an important 

role which is advertising the organizations, and they are 

investigating their products and services for improvement of 

institute brand [4]. The term sentiment analysis is defined as 

the algorithmic process of grouping or identifying the 

 
 

opinions in the form of text to compute the attitude of users 

towards the subject of an expressing an opinion is known as 

sentiment analysis [5]. To analyze generally a product or 

service can be liked or disliked by the people in similar a 

movie can be liked or disliked by them. 

If a user purchase a product then he give the reviews of the 

particular product based on his experience. Then these 

reviews are help to the future customers whether they buy the 

product or not. The reviews of the particular product can be 

available in the online and these reviews are significantly 

utilized for the customer’s opinions [6]. Sentiment 

classification or sentiment analysis concept was rise in the 

year of 2000 its goal is to estimate the text with polarities of 

the sentiment opinions or thoughts of the user’s example 

negative or positive. In general, in the form of unstructured 

data can be represented. 

There are two types of sentiment analysis they are, one is 

classification technique and other one is information based 

methodology [7]. In first type of methodology, the expensive 

database which is required predefined feelings. For sentiment 

reorganization it has proficient information. Again the 

Machine learning approach is taken for dataset utilization and 

collection of information can be test to build the classifier. It 

is most preferable straight forward method over the 

knowledge based method. In the sentimental analysis, the 

calculation of improvements is quite difficult. The negative 

sentiment word can be contingent on the circumstances firstly. 

Similarly individuals cannot express the conclusions 

therefore the test is done as secondly. The connection 

between the outcomes of the reviews and literary audits are 

occurred in sentiment mining comprehend. 

Sentiment analysis can be used to differentiate followers and 

customers depend on their attitude for specific movie or 

product or brand by using the reviews. 

 The review of product is negative or positive and user E-mail 

is satisfied or not are can be identified. There are four types of 

feature extractions are semantic feature, syntactic feature, 

stylistic feature and link based feature [8]. The first two 

features are most commonly used. The word tags, phrases, 

punctuations and patterns are utilized by the syntactic feature. 

The relationship between signs, symbols and words are 

working by the semantic feature. Through the accurate 
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language, it is easy to know the human expressions with the 

help of Linguistic semantics. 

II. MACHINE LEARNING AND SENTIMENT 

ANALYSIS 

To dominating the sentiment analysis the two main tools 

are used namely, natural language processing (NLP) and 

machine learning [9-10]. The machine learning is having a 

lot of focus and remaining does not. The decision trees, 

neural networks, gradient boosting machines and random 

forests are the machine learning models [11]. These are 

used in prediction and accept the feature vector. These 

models are can be learned in a good manner so the required 

output is provided with the set of feature vectors. 

Most of researchers are having more focuses on the feature 

selection and feature extraction in the applications for 

datasets represents as 10’s or 100’s of 1000’s of 

availability of variables [12]. These areas includes the 

internet documents text processing and combinatorial 

chemistry, generate the expression analysis of array. The 

term feature selection can be defined as the process of 

subset selection of relative features. The Feature selection 

objective is the three-fold, there are prediction 

performance can be improved by the classifiers/predictors, 

it provides more cost effective predictors and  faster,  good 

understanding of the underlying process is also provided 

that data can be generated. 

To analyze and discover the attitudes and sentiments of the 

consumer behavior on the products that are purchased by 

the user, the algorithms and data mining tools are used 

under the polarity shift circumstances. The BoW model can 

have more impact to give the better performance of the 

machine learning based systems. Moreover it is important 

to improve performance and machine learning execution 

models for obtaining the accurate results. The supervised 

learning is also known as classification. There are some 

linear classifiers as support vector machines, logistic 

regression, neural networks, naive bayes classifier, 

decision trees, random forest, are the machine learning 

classification algorithms [13]. 

 

2.1 Vulnerabilities and threats in the existing 

systems:- 

The process of classification and opinion mining of the 

product review by taking the keyword, therefore quality of 

the product is the major considerable factor [14]. When the 

pre-processing operation is performed it can be reviewed 

by the dataset, and later vectorization includes 

classification and (TF-IDF) “Term Frequency — Inverse 

Document Frequency” can be carried out. The meaningful 

information will loss if the characters reputation is 

eliminated. To carry feature extraction process, opinion 

mining and polarity categorization are two important 

factors that the authors must understand. The major 

concerned factor is if increase the data then the complexity 

and size is also increased. 

 

2.2 Challenges to be addressed: 

For sentiment analysis, the literature survey based 

challenges of the systems are following: 

  

• Having particular data accuracy 

• Each text data can be captured at high level semantics 

• The opinions quality was not guaranteed because there 

are fake, meaningless, irrelevant opinions and so on. 

• Categorization and polarity shifting [15]. 

• Eliminating the polarity shifting: It affects the sentiment 

analysis based machine learning system’s classification 

performance. 
 

III. MACHINE LEARNING BASED SENTIMENT 

ANALYSIS IMPLEMENTATION 

 

The model framework on the sentiment analysis 

implementation based on machine learning for multiple 

reviews classification can be represented in below Fig. 1. The 

detailed explanation of workflow is described below. 

 

                               
 

Fig.1: SENTIMENT ANALYSIS BASED ON 

MACHINE LEARNING WORKFLOW 
 

3.1 Review text: The system can have the review set from 

the shopping websites like flip kart, amazon and so on. The 

results are negative and positive. These results are classified 

by using SVM and Naïve Bayes and so on. 

3.2 Data preprocessing: There are some preprocessing 

techniques thus techniques are stemming, sentence 

tokenization and stop- word removal and so on. It can help in 

reviews filtration in required formation and that format is 



                   Journal of Innovative Engineering and Research (JIER)                                                                                

                  Vol. - 7, Issue -2, October, 2024, pp. 21-25 (5 pages)  
 

 

ISSN (Online) : 2581–6357, Vol. – 7, Issue -2, 2024 @ JIER Page 23 

 

leads the reduction in uncertainty and difficulty computation 

for next processing. 

3.2.1 Sentence Tokenization: Here text can be divided 

into tokens which are includes the numbers, words, 

elimination of white spaces, symbols, individual words and 

punctuation marks from the sentences etc. the sentence 

tokenization can be applied and it trains the different 

languages includes the English language. 

3.2.2 Stop Word Removal: The frequent words can be 

found in sentences or reviews can be removed. For example 

very, more, too and so on 

3.2.3 Stemming: The word stemming can be defined as the 

process of removing the affixes, prefixes to convert the word 

into its root or stem form. The stemming porter algorithm is a 

rule- based algorithm which is mostly used and it is 

introduced by the Martin Porter. It defines only the 

consonants letters not the vowels. This algorithm is applied to 

perform the normalization of text and it converts the text to 

the standard format. 

3.3 Review normalization and vectorization: The text 

normalization is transforming the text into single canonical 

form process and it is suitable for the extraction of feature. 

Before processing, the normalizing text can allow for the 

separation of input and performing the operation. Later 

reviews on movie are normalized by creating the data feature 

using TF-IDF, word count vector vectorization, bi-grams 

techniques. Apply the “Term Frequency — Inverse Document 

Frequency” (TF-IDF) to the original data. To extract the more 

stable cluster this includes the voting mechanism. The results 

are depends on clustering process. 

3.4 Training Model: In the training stage, actual training 

reviews are reversed in opposite for generating the new 

reversed review dataset that can be referred as reversed 

training and actual training set. Reversed and actual reviews 

are corresponding to each other in the technique of data 

expansion. All possible probability combinations are 

collected from the reversed reviews and actual training 

dataset to prepare training classifier. 

3.5 Prediction Model: For predicting the final result the both 

reversed and actual data sets are used. This can also predict 

how the negative and positive reversed and actual reviews are. 

3.6 Classification: 

3.6.1 Naive Bayes classifier: Machine Learning is a 

classification algorithm. One of the algorithms is namely, 

Naive Bayes used for the classification of text and 

consideration factor when the input feature dimensionality is 

high. The probabilistic Bayes theorem can be introduced 

namely, Thomas Bayes and it is foundation of Naive Bayes 

classification algorithms. It is also called as naive because of 

the Bayes theorem depends on the feature assumption that  are  

independent  of  each  other, sometimes it is not correct is a 

naive. By using Bayes theorem the probability of posterior 

P(C|X) can be calculated from P(X|C) , P(X) and P(C). 

 

Where, 

P(C|X) = posterior . 

P(X|C) = Likelihood. 

P(C) = Proposition prior probability.  

P(X) = Evidence prior probability. 
 

3.2.4 3.6.2 SVM (Support Vector Machine) Classifier: This 

machine has the revolutionized classification and the global 

regression. the concept of this algorithm is best fitting of 

hyper plane selection which efficiently divides different data 

points. However, the data points present in linear world will 

be divided by linear kernel, so this algorithm is flexible and 

help to handle the multi-dimensional world. The poly, kernel, 

and linear techniques used in the data points restructuring 

according to dataset adversity and length. 
 

3.3 3.7 Decisions on reviews: The threshold is applied to 

segregate the reviews according to their sentiments. For 

calculate negative_ precision and positive_precision with the 

ranges from 0 to 1 in the given data are supported by the 

threshold value. For positive and negative reviews, we 

determine the class labels the threshold can be set to 50%. 

For negative sentiments: <= -0.5; it comes under the Negative 

Class. 

For positive sentiments: >= 0.5; then it comes under the 

Positive Class. 

For Neutral: > -0.5 < 0.5; if it lies in between then it comes 

under the neutral class. 
 

IV. EXPERIMENTAL RESULTS 

Database of the Amazon product has the different datasets 

there are clothes, furniture, books and so on. It provides the 

customer details, and reviews of customers, and ID of 

customer based on the specific product. The text or reviews 

are generated by the training set and system overall 

performance is verified by using testing process. These may 

helpful in the algorithms of machine learning, to make 

predictions or decision making of particular review. 

[1]     4.1  Evaluation of performance by using parameters:- 

To estimate the presenting system performance, different 

standards classifiers evaluation metrics are used such as f- 

measure, recall, precision. The explanations are follows, 

Precision: 

It is the positive predictive value or the precision can be 

defined as the accurate positive score number can be divided 

by the number of positive score predicted by classification 

algorithm. 
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Recall: 

It is a measure called sensitivity, recall or TP rate which is 

defined as the ratio of positive instances to the combination of 

true positive and false negatives. 

 

F1-score:- 

It is the measured by using recall and precision. It will be one 

for classification algorithm of good performance, and it will 

be zero for the bad performance of classification algorithm, 

the representation is follows. 

Accuracy: 

The term accuracy can be defined as the ratio of correctly 

predicted reviews number as true positive and true negative to 

the reviews total number which are obtained in the process. 

TP is termed as the true positive, and TN is termed as the true 

negative, FP is termed as the false positive, FN is termed as 

the false negative. Naïve Bayes and SVM classifiers 

performance parameters comparisons are described in below 

Table 1 as: 

Table 1: CLASSIFIERS PERFORMANCE 

PARAMETERS COMPARISONS 

Parameters Naïve bayes SVM 

Precision 0.83 0.93 

Recall 0.74 0.94 

F1-Score 0.56 0.91 

Accuracy 0.78 0.92 

 

The graphical representation of accuracy, recall, F1-score and 

precision is represented in below Fig. 2. 

 

 

 

 

 

Fig. 2: COMPARISIONS PERFORMANCE METRICS 

FOR THE NAIVE BAYES AND SVM CLASSIFIERS 

 

It depends on threshold, negative_ precision, positive_ 

precision values computed, the Naïve Bayes and SVM 

algorithms used to classify those reviews into 

neutral/negative/positive which are used for predicting and 

training the reviews which all these are generated with the 

help of sentiment analysis. The comparison of memory of 

support vector machine and naive bayes algorithms for the 

various thresholds values are represents as in Fig. 3. In the 

graph Y-axis shows the bytes of memory and X- axis shows 

the respective algorithm. The naive bayes require large 

amount of memory than the SVM method. 

Fig. 3: MEMORY COMPARISION FOR NAÏVE 

BAYES AND SVM CLASSIFIERS 

Time comparison of Naïve Bayes and SVM algorithms with 

different sizes are represented in the below Fig. 4. In below 

figure, Y- axis represents the time in milli seconds whereas 

the X-axis represents the respective algorithm. SVM method 

takes the less time. 

 

Fig. 4: TIME COMPARISION FOR NAÏVE BAYES 

AND SVM CLASSIFIERS 
 

On comparing these two algorithms, it was concluded that 

SVM accuracy is better (92%) compared to the Naïve Bayes 

(78%). 

V. CONCLUSION 

Here machine learning based sentiment analysis for multiple 

reviews classification was analyzed. Therefore this 

experiment uses the Amazon product data as input data or 

review data. The data is preprocessed first then classified by 

using Naïve Bayes and SVM machine learning methods. The 

comparative performances are done in between the SVM and 
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Naïve bayes classifiers based on the precision, accuracy, 

recall, F1-score. Memory and time comparisons are also 

done. Results show that support vector machine (SVM) is 

good compared to Naive Bayes algorithm in terms of 

accuracy, memory and time to produce the good reviews to 

the users. The presenting method in this paper experimental 

results analysis are shows that, the work presented in this have 

good contact on the accurate prediction value used for the 

final decision making based on the reviews which can be 

taken from the customers. 
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